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Motivation

 Use convnets to make pixel-wise predictions

 Semantic segmentation provides the “what” and “where”

 Does not require 

 Patchwise training 

 Refinement by superpixel projection, random field regularization, 
filtering, or local classification

 interlacing to obtain dense output 

 multi-scale pyramid 

 saturating tanh nonlinearities 

 ensembles
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layers have pre-defined 
input size
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Changes from a standard 
Convnet classifier

1. Change fully connected 
layers to convolution 
layers with 1 x 1 output, 
so network is “fully 
convolutional, and no 
layers have pre-defined 
input size

2. Add an up sampling 
convolution layer, to get 
back to an output of the 
input’s image H x W

3. Pper-pixel softmax loss
for end to end learning



Network Architecture
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This strategy was adopted to other well known networks, and tested on the PASCAL VOC2011 validation set



Skip Layers

 Skip layers were introduced to combine 

 Shallow local layers which contains “where”

 Deep global layers which contains “what”

PAGE  9



Deep Jet

 Final layers to be fused are 

 aligned by scaling and cropping

 Concatenated

 Passed into 1 x 1 scoring layer
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Results
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FCN-32s = Fully convolutional version of VGG16
FCN-16s = Fully convolutional version of VGG16 with 1 skip layer
FCN-8s = Fully convolutional version of VGG16 with 2 skip layer
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FCN-32s = Fully convolutional version of VGG16
FCN-16s = Fully convolutional version of VGG16 with 1 skip layer
FCN-8s = Fully convolutional version of VGG16 with 2 skip layer

• Training the network in stages 
(adding 1 skip stream at a time) 
did not provide significant 
improvements over training all at 
once

• The paper conclude they’ve 
reached diminishing returns 
between FCN-16s and FCN-8s
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FCN-32s = Fully convolutional version of VGG16
FCN-16s = Fully convolutional version of VGG16 with 1 skip layer
FCN-8s = Fully convolutional version of VGG16 with 2 skip layer

• Patch sampling is compared to full image training, and full image training 
converges quicker, with similar accuracy  
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FCN-32s = Fully convolutional version of VGG16
FCN-16s = Fully convolutional version of VGG16 with 1 skip layer
FCN-8s = Fully convolutional version of VGG16 with 2 skip layer

PASCAL VOC 11/12 NYUDv2

SIFT Flow PASCAL context
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FCN-32s = Fully convolutional version of VGG16
FCN-16s = Fully convolutional version of VGG16 with 1 skip layer
FCN-8s = Fully convolutional version of VGG16 with 2 skip layer



Summary

 Contribution: Train FCNs end-to-end for pixelwise
prediction

 Able to accept inputs of any size due to fully convolutional 
network

 Skip layers combines local and global features

 30% improvement on PASCAL VOC2012, as well as 
improvement on other data sets
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